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Effects of Signal-to-Noise Ratio on the Accuracy
and Reproducibility of Diffusion Tensor Imaging–
Derived Fractional Anisotropy, Mean Diffusivity,
and Principal Eigenvector Measurements at 1.5T
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Purpose: To develop an experimental protocol to calculate
the precision and accuracy of fractional anisotropy (FA),
mean diffusivity (MD), and the orientation of the principal
eigenvector (PEV) as a function of the signal-to-noise ratio
(SNR) in vivo.

Materials and Methods: A healthy male volunteer was
scanned in three separate scanning sessions, yielding a
total of 45 diffusion tensor imaging (DTI) scans. To provide
FA, MD, and PEV as a function of SNR, sequential scans
from a scan session were grouped into nonintersecting sets.
Analysis of the accuracy and precision of the DTI-derived
contrasts was done in both a voxel-wise and region of in-
terest (ROI)-based manner.

Results: An upward bias of FA and no significant bias in
MD were present as SNR decreased, confirming results
from simulation-based studies. Notably, while the preci-
sion of the PEV became worse at low SNR, no bias in the

PEV orientation was observed. Overall, an accurate and
precise quantification of FA values in GM requires substan-
tially more SNR than the quantification of white matter
(WM) FA values

Conclusion: This study provides guidance for FA, MD, and
PEV quantification and a means to investigate the minimal
detectable differences within and across scan sessions as a
function of SNR.
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DIFFUSION TENSOR IMAGING (DTI) is an MRI tech-
nique that measures the spatial diffusion characteris-
tics of water and provides novel contrasts to study the
fiber architecture of the central nervous system in vivo
(1–7). The diffusion characteristics of water are depen-
dent on the composition and architecture of the biolog-
ical environment and can be quantified by scalar and
vector contrasts. Prominent scalar quantities include
fractional anisotropy (FA), which describes the degree
of diffusion anisotropy, and mean diffusivity (MD),
which is a measure of the average amount of diffusion
in a voxel, both of which have found useful applications
in human imaging in the clinic. FA in white matter (WM)
arises in part due to axonal and myelin barriers to water
diffusion and has been used to assess and monitor WM
damage (2,8). MD has been particularly useful in the
study of the temporal evolution of stroke (9,10). Recent
reviews (2,8,11–14) outline the methodology and clini-
cal applications of DTI.

In addition to scalar quantities, DTI also provides
vector contrasts such as the principal eigenvector (PEV)
from which the predominant fiber orientation in a voxel
can be inferred. The PEV has been used extensively to
examine the architecture and connectivity of the brain
with color-coded PEV orientation maps (5,15) and trac-
tography methods (11,16–22). DTI continues to grow in
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prominence as a research tool and is increasingly in-
cluded as part of routine clinical MRI protocols.

Quantitative comparison of findings from different
DTI experiments is, in principle, feasible. However, it is
quite possible that the accuracy and precision of DTI
findings could differ substantially, both within and be-
tween imaging sites, due to differences in the quantity
and quality of the acquired data. This negatively im-
pacts the use of DTI technology in multisite trials, par-
ticularly when compatibility is of primary importance,
and reduces the confidence in the assessment and
monitoring of disease progression in the clinic using
DTI contrasts.

Previously, the effects of noise on diffusion anisotropy
indices has been investigated in vivo in monkeys (23)
and simulation-based studies have investigated the ef-
fect of modeled noise (23–27) as well as the choice of
b-value (28–30) on a number of DTI-derived contrasts
such as eigenvalues, anisotropy indices, and MD. These
studies reveal that imaging parameters do indeed have
an effect on DTI contrasts and on their relative uncer-
tainty—notably that measured FA values exhibit an
upward bias at low signal-to-noise ratio (SNR). The
need for a sufficient number of diffusion weighting (DW)
directions and the optimal arrangement of the DW
scheme has been demonstrated by simulation
(29,31,32) and in vivo (32,33). Also, the reproducibility
of in vivo DTI measures within subjects and across
subjects has been studied (34,35). These previous stud-
ies point to the need to develop methods to assess the
impact of SNR on individual experiments and to use
this information to optimize and coordinate DTI studies
across imaging sites.

The objectives of this study were as follows: 1) to
establish data acquisition and analysis protocols to in-
vestigate the relationship between SNR (scan repetition)
and the DTI-derived contrasts of FA, MD, and PEV; 2) to
compute the bias (inaccuracy) of these contrasts at low
SNR relative to a high SNR gold standard; and 3) to
compute the reproducibility (precision) of these con-
trasts within scanning sessions (intrasession) and be-
tween scanning sessions (test-retest). Analysis was
done in both a voxel-wise and in a region of interest
(ROI)-based manner and results are reported using an
extensive and comprehensive set of plots and metrics.

The observed SNR/DTI contrast relationships can be
used to identify the minimum SNR requirements nec-
essary to achieve unbiased (accurate) and reproducible
measurements and can be used to guide the design of
robust DTI protocols, especially for multicenter studies.

MATERIALS AND METHODS

Magnetic Resonance Imaging

A healthy 24-year-old male volunteer participated in
this study. Local institutional review board approval
and written informed consent were obtained prior to
data acquisition. All data were acquired using a 1.5T
MR unit (Intera; Philips Medical Systems, Best, The
Netherlands) with body coil excitation and an adapted
eight-channel phased array sensitivity encoding
(SENSE) head-coil (six effective channels) for reception.

Three scanning sessions were performed over two days
with the subject repositioned between each scan ses-
sion. A total of 15 DTI datasets were acquired in each of
the three scanning sessions, yielding a total of 45 DTI
scans.

Each DTI dataset was acquired with the following
imaging protocol. A multislice, single-shot echo-planar
imaging (EPI) (SENSE factor � 2.0), spin echo sequence
(90° flip angle, TR/TE � 3632 msec/100 msec) was
used to acquire 25 transverse slices parallel to the line
connecting the anterior and posterior commissures,
with no slice gap and 2.5 mm nominal isotropic resolu-
tion (FOV � 240 � 240, data matrix size � 96 � 96,
reconstructed to 256 � 256). DW was applied along 30
directions using the Jones30 scheme (31,32) with a
magnetic field gradient strength of G � 19.5 mT/m,
yielding a b-factor of 1000 seconds/mm2 and a diffu-
sion time tdif of approximately 40 ms (tdif � � – �/3,
where � is the leading edge spacing, and � is the dura-
tion of the magnetic field gradients, respectively). Five
minimally weighted images (five b0s) (b � 33 seconds/
mm2) were acquired and averaged on the scanner as
part of each DTI dataset. The total scan time to acquire
one DTI dataset of 30 diffusion weighted images (DWIs)
and 5 b0s was two minutes 18 seconds. The total time,
including image reconstruction, to acquire 15 DTI data-
sets and an anatomical MRI in a scan session was
approximately 45 minutes.

Data Processing

DTI datasets were processed offline using MATLAB (The
Mathworks, Natick, MA, USA) routines running on a
Sun Fire V880 server (Sun Microsystems Inc., Santa
Clara, CA, USA). All data were coregistered with a pre-
viously described scheme (36) that utilized FLIRT (FM-
RIB’s Linear Image Registration Tool, The Oxford Cen-
tre for Functional Magnetic Resonance Imaging of the
Brain [FMRIB], Oxford, UK) (37) to remove rigid body
motion. The gradient tables, which specify the direction
of the magnetic field gradient corresponding to each
particular DWI, were corrected to compensate for the
rotational component of the coregistration procedure.
These analysis methods were encapsulated as MATLAB
code entitled DTI_gradient_table_creator (Johns Hop-
kins University School of Medicine, Baltimore, MD,
USA) and are publicly available (http://www.nbirn.
net). Diffusion tensors were calculated using a multivar-
iate log-linear fitting method in which all DWIs and their
corresponding vector from the gradient table entered the
diffusion tensor calculation as unique entries; i.e., no
averaging of DWIs was performed. The log-linear fit was
performed with no restriction on the sign of the eigenval-
ues. To prevent taking the log of zero, all voxels with an
intensity of zero in a DWI were set to half of the smallest
nonzero voxel intensity recorded. Diagonalization of the
diffusion tensor D� produced the three eigenvalues (�1, �2,
�3), from which FA and MD were computed (38).

FA �
1

�2 ���1 � �2�
2 � ��1 � �3�

2 � ��2 � �3�
2

�1
2 � �2

2 � �3
2 (1)
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MD �
trace�D� �

3
�

�1 � �2 � �3

3
. (2)

The eigenvector associated with the largest eigenvalue
(�1), i.e., the PEV, is taken to represent the predominant
fiber orientation in each voxel. In the color-coded PEV
maps, the dominant fiber orientation in a voxel was
represented by red, green, and blue colors, which were
assigned to right-left, anterior-posterior, and superior-
inferior orientations, respectively.

Data Analysis

To provide FA, MD, and PEV as a function of SNR,
sequential scans from a scan session were grouped into
nonintersecting sets. The grouping method provided
Nobs � 15, 7, 5, 3, 3, 2, 2, 1, 1, 1, 1, 1, 1, 1, 1 observa-
tions of unique sets of 1 through 15 sequential DTI
scans (Nscans) in each scan session. In all instances the
ratio of the number of DWIs to the number of b0 images
(NDWI:Nb0) in each set was maintained at 6:1 (31) and
subsequent diffusion tensor calculations utilized all
DTI data in a given set. The accuracy (i.e., any bias due
to low SNR) of the DTI-derived contrasts was assessed
relative to the gold standard findings obtained when all
15 DTI acquisitions in a scan session were used in the
tensor calculation which are denoted as FAgs, MDgs, and
PEVgs, respectively.

The measures computed for FA are discussed below,
and an identical analysis was also performed for MD.
Given that N FA images were observed for a given level
of SNR, the mean value, FA, standard deviation (SD),
	(FA) and coefficient of variation CV(FA) �
100*	(FA)/FA were computed for each voxel. Maps of
	(FA) and CV(FA) were computed at SNR levels of 1
through 5 DTI scans, for each scan session.

Precision of FA as a Function of Fiber Orientation

The precision of FA measurements were investigated as
a function of the underlying PEV orientation. Analysis
was confined to voxels with an FAgs 
 0.25 in the cen-
tral 23 of 25 slices for the first scan session. The voxels
were sorted into bins according to their PEVgs orienta-
tion, using a 5° by 5° spherical coordinate (polar angle
�, azimuthal angle �) grid. As a consequence of this
binning procedure, the voxels assigned to a bin share a
common fiber orientation. The 	(FA) value computed for
each voxel was then sorted accordingly. The average
	(FA) over all the voxels in each bin was then computed.
The bin average of 	(FA) is displayed as a function of �
and � as well as on the surface of a sphere (after inter-
polation). This procedure was performed for SNR levels
of one and three DTI scans, respectively.

Intrasession and Test-Retest Reproducibility of FA
and MD: Voxelwise Measurements

The precision of FA and MD were computed using a CV
metric. The mean CV(FA), and SD of CV(FA), over all
voxels within an ROI were computed and are denoted as
CV(FA)� and 	(CV(FA)), respectively. These values were
computed, for each scan session independently, at SNR

levels of 1 to 5 DTI scans. The values and uncertainty
reported in the corresponding section of results are the
mean CV(FA)� and the mean 	(CV(FA)) over all three
scan sessions, respectively, at each respective SNR
level.

The reproducibility of FA and MD were computed
using a test-retest variation metric. Each observation of
an FA map in scan session p was paired with a corre-
sponding observation (at the same SNR level) of an FA
map in scan session q. The difference between each
pairing of FA maps was computed and stored as a
vector

diff�FA�p,q � �FA1,p � FA1,q,FA2,p � FA2,q, . . . ,FAN,p

� FAN,q�. (3)

The test-retest variation of FA measurements in each
voxel was computed as the SD of the difference vector at
that voxel, divided by the mean value of the FA mea-
sured in that voxel across all 2N observations in scan
sessions p and q:

V�FA�p,q �
	�diff�FA�p,q�

mean�FAp,q�
. (4)

A test-retest variation map, V(FA)T, was then calculated
across the pairings of scan sessions

V�FA�T �
1
3

�V�FA�1,2 � V�FA�2,3 � V�FA�1,3�. (5)

The values reported in the corresponding results sec-
tion are the mean V(FA)T�, and SD, 	(V(FA)T), of V(FA)T
over all voxels within an ROI.

Intrasession and Test-Retest Reproducibility of FA
and MD: ROI-Based Measurements

The mean FA over all voxels in an ROI is denoted as
FA�. The mean value, FA�, the SD, 	(FA�) and the
CVp(FA�), of the N observations of FA� at a given SNR
level in a scan session p were computed. The values
reported in the corresponding results section are the
mean CVp(FA�) over the three scan sessions, CVT(FA�),
and the uncertainty reported is the SD of CVp(FA�) over
the three scan sessions.

Each observation of FA� in scan session p was paired
with an observation (at the same SNR level) in scan
session q. The difference between each pairing of FA�
was computed as

diff�FA�p,q� � �FA�1,p � FA�1,q,FA�2,p

� FA�2,q, . . . ,FA�N,p � FA�N,q�. (6)

The test-retest variation of ROI-based FA measure-
ments was computed as the SD of the difference vector,
divided by the mean value of FA� across all 2N obser-
vations in scan sessions p and q.

V�FA�p,q� �
	�diff�FA�p,q��

mean�FA�p,q�
. (7)
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The test-retest variation values reported in the corre-
sponding results section are

VT �
1
3

�V�FA�1,2� � V�FA�2,3� � V�FA�1,3�� (8)

The uncertainty reported is the SD of Vp,q over the three
scan sessions.

Precision and Accuracy of the PEV Orientation
Within a Scan Session

The principal direction of diffusion can be equally well
described by the orientation of a PEV with coordinates
(x,y,z) and the corresponding antiparallel vector with
coordinates (–x,–y,–z). Consequently, the N unique ob-
servations of the PEV for each voxel must be oriented
appropriately to ensure meaningful vector additions
and comparisons. To do this, a PEV was selected as a
reference vector. Each of the remaining N-1 PEVs was
set to be the orientation (parallel or anti-parallel) that
minimized the angle of separation with respect to the
reference vector. The mean of N observations of a PEV is
computed as the normalized vector sum of components,

PEV � �
i�1

N

PEVi/��
i�1

N

PEVi�, (9)

where each PEV has unit length. The angular variation
(AV) (i.e., precision) of PEV measurements, in each
voxel, was computed as the variation, in degrees,

AV �
1
N �

i�1

N

cos�1�PEVi � PEV�, (10)

of the N observations about the observation mean,
where � denotes a vector dot product. The AV was cal-
culated at SNR levels of 1 to 5 DTI acquisitions in order
to allow at least three independent observations of the
PEV orientation in each scan session. The accuracy of a
PEV orientation, with respect to PEVgs was computed in
each voxel with an angular bias (AB) metric

AB � cos�1�PEV � PEVgs� (11)

All computations of AV and AB were done on a voxel by
voxel basis. The average value, AB�p and AV�p together
with the SD, 	(AB)p and 	(AV)p across all voxels in an
ROI were computed for each scan session p. This pro-
vided metrics for the precision and accuracy of PEV
measures, calculated on a voxel-by-voxel basis, aver-
aged over a given anatomical region in each scan ses-
sion. The AV and uncertainty values reported in the
corresponding results section are AV�T and 	(AV)T, re-
spectively, which are the mean AV and mean 	(AV)p
over the three sessions.

Reproducibility of the PEV Orientation Across
Scan Sessions

The mean difference, in degrees, between the ith obser-
vation of a PEV in scan session p and the mean PEV in
scan session q was calculated as:

MADi,p,q � cos�1�PEVi,p � PEVq�. (12)

The mean MAD across the pairings of N observations
was computed as

MADp,q �
1
N �

i�1

N

MADi,p,q, (13)

and the mean MAD over the permutations of scan ses-
sions was computed as

MADT �
1
6

�MAD1,2 � MAD2,1 � MAD1,3 � MAD3,1

� MAD2,3 � MAD3,2� (14)

The corresponding section of the results shows the an-
atomical profile of MADT while the values and uncer-
tainty reported are the average value MADT� and SD of
	(MADT) over all voxels in an ROI.

Signal to Noise Calculations

The SNR in this study is determined by, and is reported
as, the number of DTI datasets (Nscans) used in the
diffusion tensor calculation (where each dataset con-
sists of 30 DWIs and five b0s). The computation of a
numerical SNR value for DTI experiments is not
straightforward because DWIs and b0 images have dif-
ferent signal intensity and noise profiles. As the SNR in
a selected anatomical location in DWIs can depend on
the DW direction, the SNR in the b0 image is typically
reported. For comparison, a numerical value for SNR is
this study was computed using two sequential obser-
vations of the minimally DWIs. First, the average image
and the difference image of these two observations were
computed. The SNR was then computed as the mean
value in an ROI within the average image divided by the
standard deviation over the voxels in the same ROI
within the difference image. The minimally weighted
images from the first 14 scans in the first scan session
were paired sequentially, and the SNR in the splenium
of the corpus callosum and internal capsule were cal-
culated to be 22 � 2:1 (approximately 26 dB), and 24 �
2:1 (approximately 27 dB), respectively. These values
reflect the SNR in the scanner average of five b0 images,
which would indicate an approximate SNR of 10:1 (20
dB) in WM structures in a single b0 image.

RESULTS

SNR Effects on FA Images

Figure 1a shows representative FA maps calculated
from one, three, and 15 DTI scans at the level of the
lateral ventricles (left) and centrum semiovale (right).
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FA maps calculated from a single DTI scan demonstrate
a grainier appearance, indicating increased noise, par-
ticularly in gray matter (GM) regions, relative to the gold
standard FA map (15 scans). The putamen and globus
pallidus have a pronounced speckled appearance in the
FA map calculated from one DTI acquisition, whereas
the structures are more visually distinct in the FA map
from three scans and even more so in the gold standard.
Both the visual contrast between GM and WM, and the
conspicuity of the boundary between these tissue types
in FA maps, improves with increased SNR.

In practice, the quantity of DTI data acquired in a
scan session is restricted by the available scan time. If
one can acquire multiple repetitions of a DTI acquisi-
tion, a pertinent question is whether it is better to av-
erage the processed FA maps, or to use all acquired
data, after motion correction, in one diffusion tensor
calculation. In the context of 15 acquired DTI scans, the
former approach implies calculating the average of Nobs

FA maps, where each FA map is computed from Nscans

respectively (results are shown for Nobs � 15, Nscans � 1
and Nobs � 5, Nscans � 3), while the latter approach
implies using all 15 datasets (gold standard) in a single
tensor calculation. Figure 1b shows the difference be-
tween these two DTI processing methods at two SNR
levels. The results indicate that taking the average of FA
maps reinforces the upward FA bias (which is already
present in the individual FA maps themselves) in GM
regions. The upward FA bias, relative to the gold stan-
dard FA map, is diminished when more data is used in
the tensor calculation.

Figure 1c and d show the SD, 	(FA), and the CV(FA) of
multiple observations of FA maps computed from single
DTI scans (Nobs � 15, Nscans � 1, left) and three DTI
scans (Nobs � 5, Nscans � 3, right). 	(FA), increases—i.e.,

precision worsens—with penetration depth from the re-
ceive coil elements. Using three scans, 	(FA) decreases
globally. Figure 1d shows that the CV(FA) is larger in
deep GM (putamen) than in adjacent WM (internal cap-
sule), despite the fact that both tissue types are approx-
imately equidistant from the receive coil elements. This
occurs because the SD of FA measurements in GM is a
larger fraction of the underlying FA value than the SD of
FA measurements in WM. Regions of the brain that
benefit most from the increased SNR include regions far
from the receive coil elements (e.g., deep structures).
The effects of SNR on MD were much smaller (for the
range of SNR investigated) and were not easily visually
appreciated in the MD images (images not shown).

Precision of FA as a Function of Fiber Orientation

To determine if the 30 orientation DW scheme used for
this study provided a uniform precision profile in vivo,
the standard deviation of FA measurements was com-
puted and displayed as a function of the underlying
PEV orientation. Figure 2a shows a relatively constant
value of 	(FA) indicating that the precision of voxel-wise
FA measurements are not substantially dependent on
the underlying fiber orientation at an SNR level of 1 DTI
scan. When three DTI scans are used to calculate the
diffusion tensor, the precision of FA measurements im-
proves (i.e., 	(FA) decreases) for all fiber orientations.
These results agree with previous simulation results
(i.e., Jones (29) and Skare et al (32)), which points out
the benefit of using a DW scheme with high directional
resolution. Figure 2b shows the data from Fig. 2a rep-
resented on the surface of a sphere, with the location of
the DW directions given by solid markers.

Figure 1. Images showing the relationship
between the accuracy and precision of FA
and the number of DTI scans used in the
diffusion tensor calculation. Results are
shown at two slice levels. a: Representative
FA maps computed from one, three, and 15
DTI scans, respectively. b: Difference be-
tween the average of 15 FA maps calculated
from single DTI scans and the gold standard
(left). Difference between the average of 5 FA
maps calculated from sets of three DTI
scans and the gold standard (right). c: SD
and (d) CV of FA calculated from the 15
observations of FA maps from single DTI
scans (left) and the five observations of FA
maps calculated from sets of three DTI
scans (right).
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Accuracy of ROI-Based FA and MD Measurements

The effects of SNR on ROI-based measures of FA and
MD were investigated with manually-defined ROIs in
the putamen, globus pallidus, centrum semiovale, in-
ternal capsule, and splenium of the corpus callosum.
These ROIs are shown in Fig. 3 and included 143, 180,
158, 151, and 237 voxels, respectively. The mean FA in
each ROI is shown in Fig. 4a and demonstrates a re-
producible upward bias of FA at low SNR, with respect
to the gold standard, in deep GM structures (putamen
and globus pallidus), which is consistent in all three
scan sessions. Notably, dense WM regions such as the
internal capsule, and splenium of the corpus callosum
together with less anisotropic WM structures like the
centrum semiovale exhibited no FA bias at low SNR.
Analysis of FA and MD in the frontal WM ROI is not
reported as this is a region of crossing fibers; however
this region is used for subsequent voxel-wise PEV anal-
ysis.

A more comprehensive analysis of the ROI-based FA
results is given in Fig. 4b. All data points from the three
scan sessions in Fig. 4a are consolidated to a represen-
tative single value in Fig. 4b (solid circles). The spread of
the FA values in Fig. 4a was computed as the SD of all
points over all sessions and is shown as dotted lines in
Fig. 4b. Lastly, the SD of FA measurements within each
ROI was computed and averaged over all observations
in all sessions (shown as error bars in Fig. 4b). Figure
4b shows that the uncertainty associated with deter-
mining the ROI-based FA value is small, as indicated by
the small range of the dotted lines. Also, the SD of FA
values within the ROI is large, even at high SNR.

In contrast to the results observed for FA, no bias
trend at low SNR was observed for MD. Due to the small
dynamic range of MD across different brain regions, the
data series for ROIs in the putamen and centrum semi-
ovale are shown as representative GM and WM struc-
tures, respectively. Figure 4c shows that although the
variability associated with the determination of the
mean value of MD in an ROI increases (widening of the

envelope of data points), no bias trend of MD was ob-
served at low SNR. The data in Fig. 4c is consolidated in
Fig. 4d in a similar fashion, as was discussed for the
ROI-based FA analysis.

The diffusivity of each eigenvalue was averaged sep-
arately over all voxels within an ROI in the putamen, a
relatively isotropic diffusion medium. Figure 5a and b
show a reproducible upward bias of the diffusivity for
�1, while �2 remains fairly stable and �3 exhibits a down-
ward bias. This eigenvalue repulsion trend, in the con-
text of the equations for FA and MD, accounts for the
observed increase in FA and corresponding stable MD
as a function of SNR in low FA structures. In the case of
the internal capsule, a more anisotropic medium, the
diffusivity of the eigenvalues remained stable, and
hence the FA and MD in WM structures exhibited no
bias trends throughout the range of SNR investigated in
this study (Fig. 5c and d).

Reproducibility of Voxel-Wise FA and MD
Measurements

The reproducibility of voxel-wise measures of FA and
MD within a scan session was investigated using a CV
metric. Figure 6a shows a large disparity, between GM
and WM, of the intrasession reproducibility of voxel-
wise measures of FA. Though both improve as a func-
tion of SNR, voxel-wise measures of FA were less repro-
ducible in GM than in WM. Figure 6b shows that voxel-
wise measures of MD are comparable in GM and WM
and are more reproducibility than those of FA.

The reproducibility of voxel-wise measures of FA and
MD across scan sessions was investigated using a test-
retest variation (V) metric. Mirroring the trend observed
for the intra-session results, Fig. 6c shows a large dis-
parity between the test-retest reproducibility of voxel-
wise measures of FA in GM and WM. Figure 6d shows
that the test-retest reproducibility of voxel measures of
MD is comparable in GM and WM.

Reproducibility of ROI-Based FA and MD
Measurements

The effect of SNR on the reproducibility of ROI-based
measurements of FA and MD within a scan session was
investigated using a CV metric. Figure 7a shows a dis-
parity, between GM and WM, in the reproducibility of
ROI-based measures of FA within scan sessions. Figure
7b shows that the reproducibility of ROI-based mea-

Figure 3. Locations of ROIs at four slice levels used for ROI-
based analyses. These include internal capsule (ic), frontal
white matter (fw), centrum semiovale (cs), globus pallidus (gp),
putamen (put), and splenium of the corpus callosum (scc).

Figure 2. The SD of voxel-wise FA measures in WM (FAgs 

0.25) displayed as a function of fiber orientation. a: 	(FA)
computed from single DTI scans and from sets of three DTI
scans, top and bottom surfaces, respectively. b: Results from
(a) represented on the surface of a sphere with the DW direc-
tions (solid markers). The patient coordinate system is abbre-
viated as inferior-superior (IS), anterior-posterior (AP), and
right-left (RL).
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sures of MD within scan sessions was comparable for
all regions investigated.

The reproducibility of ROI-based measures of FA and
MD across scan sessions was investigated using a test-
retest variation (V) metric. Figure 7c shows that ROI-
based measures of FA were less reproducible across
scan sessions in GM than in WM. Figure 7d shows that,
as in the intrasession results, the test-retest reproduc-
ibility of ROI-based measures of MD in GM and WM are
comparable for all regions investigated.

Reproducibility and Accuracy of the PEV
Orientation

Representative color coded PEV orientation maps cal-
culated from one, three, and 15 DTI scans from a single
scan session are shown in Fig. 8a. The images show
that increased SNR improves the visual definition of
WM fiber bundles. Structures such as the anterior and
posterior limbs of the internal capsule, together with
the centrum semiovale, have a speckled appearance in

Figure 4. ROI-based FA and MD as a
function of the number of scans. a: The
mean FA in an ROI and (c) the mean MD
in an ROI for each unique grouping of
DTI data (solid circles). The three scan
sessions are represented by red, green,
and blue solid circles. b,d: All data
points from the three scan sessions in (a)
and (c) are consolidated to representa-
tive single values in (b) and (d), respec-
tively (solid circles). The spread of the FA
measurements in (a) and the spread of
MD measurements in (c) were computed
as the SD of all points over all sessions
(shown as dotted lines). The SD of FA
measurements within each ROI in (a)
was computed and averaged over all ob-
servations in all sessions (shown as er-
ror bars). d: The corresponding results
for MD. Anatomical locations and abbre-
viations are shown in Fig. 3. [Color figure
can be viewed in the online issue, which
is available at www.interscience.wiley.
com.]

Figure 5. ROI-based eigenvalues (�1, �2,
and �3) as a function of the number of
scans. a: The mean eigenvalue in the
putamen and (c) the mean eigenvalue in
the internal capsule, for each unique
grouping of DTI data. The three scan
sessions are represented by red, green,
and blue solid circles. b,d: All data
points from the three scan sessions in (a)
and (c) are consolidated to representa-
tive single values in (b) and (d), respec-
tively (solid circles). The spread of the
eigenvalue measurements in (a) and (c)
were computed as the SD of all points
over all sessions (shown as dotted lines).
The SD of the eigenvalue measurements
in the putamen ROI in (a) was computed
and averaged over all observations in all
sessions (shown as error bars). d: Shows
the corresponding results for the inter-
nal capsule ROI. Anatomical locations
and abbreviations are shown in Fig. 3.
[Color figure can be viewed in the online
issue, which is available at www.
interscience.wiley.com.]
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the image computed from a single DTI scan whereas
these structures appear more homogenous at higher
SNR. Additionally, the U-fiber projections into cortical
GM regions are more clearly defined on the higher SNR
PEV colormaps. Though the benefits of increased SNR
can be visually appreciated, the reproducibility and po-
tential bias of the PEV as a function of SNR are difficult
to discern in the PEV color maps themselves. A quan-
titative assessment of PEV precision, accuracy and
across session reproducibility was performed on a voxel
by voxel basis in several WM fiber bundles.

An AV metric was used to compute the precision of
PEV orientations within a scan session. The AV can be
interpreted as the spread, in degrees, of individual ob-
servations from the observation mean. Figure 8b shows
that the precision of the PEV orientation improved as a
function of SNR, with an approximate two-fold improve-
ment in precision when three DTI scans were used to
calculate the diffusion tensor, relative to PEV maps that
used one DTI scan.

The accuracy of the PEV was computed using an AB
metric. The AB is defined as the difference, in degrees,

between the mean observation of a PEV at a given SNR
level and the gold standard PEV in the same voxel. The
accuracy of the PEV orientation is robust across the
range of SNR investigated, with no discernable bias at
low SNR for the WM structures investigated (Fig. 8c).

Lastly, the test-retest reproducibility of the PEV orien-
tation across scan sessions was investigated using a
mean angular difference (MAD) metric. This metric can be
interpreted as the combined error of the PEV orientation
across scan sessions, with contributions from poor accu-
racy and poor precision. Increased SNR improves the re-
producibility of the PEV orientation in WM (Fig. 9a) with
marked improvement in the test-retest reproducibility of
the PEV orientation, particularly in the frontal and poste-
rior WM regions. For the major WM tracts investigated,
the improvement in across-session reproducibility of the
PEV’s was less pronounced (Fig. 9b).

DISCUSSION

In this work, which is part of a series of in vivo human
DTI calibration studies through The Biomedical Infor-

Figure 6. Reproducibility of voxel-wise
FA and MD measurements. Intrasession
reproducibility: (a) CV of FA; (b) CV of
MD. Intersession reproducibility: (c)
test-retest variation of FA; (d) test-retest
variation of MD. Anatomical locations
and abbreviations are shown in Fig. 3.

Figure 7. Reproducibility of ROI-based
FA and MD measurements. Intrasession
reproducibility: (a) CV of FA; (b) CV of
MD. Intersession reproducibility: (c)
test-retest variation of FA; (d) test-retest
variation of MD. Anatomical locations
and abbreviations are shown in Fig. 3.
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matics Research Network (BIRN; http://www.nbirn.
net), data acquisition and analysis protocols were es-
tablished to investigate the relationship between DTI
scan repetition (i.e., SNR) and the contrasts of FA, MD,
and PEV. With several unique observations of the DTI
contrasts at each SNR level, we compute the bias (in-
accuracy) in these contrasts at low SNR relative to a
high SNR gold standard and compute the reproducibil-
ity (precision) of FA, MD, and PEV measures within a
scan session (intrasession) and between scan sessions
(test-retest). The DTI acquisition protocol used in this
study was adopted for three reasons. First, simulation-
based studies suggest that a DW scheme with about 30
unique directions is required to ensure a uniform pre-
cision profile of FA measurements (29,31,32). Second,
the optimal ratio of the number of DWIs to minimally
weighted images has been shown to be approximately
9:1 (31). Third, we believed that this scan protocol, with
a moderate TE (100 msec), moderate gradient strength
(19.5 mT/m), and 2.5 mm isotropic resolution should
be well accepted as a clinically achievable DTI study at
1.5T. The imaging protocol for this study can be ex-
tended to whole brain coverage with an approximate
total scan time of five minutes per DTI acquisition.

It is well known that cardiac pulsation often has a
profound effect on DTI results (39–41), which could be

a major contribution to intra- and intersession repro-
ducibility. Unfortunately, cardiac gating has not been
widely accepted in clinical studies because of lengthen-
ing of the scanning time and occasional instability of
gating depending on subject conditions such as ar-
rhythmia. In this study, we decided not to use cardiac
gating to represent more common imaging protocols.

A concurrent goal of this work is that the acquired
and processed DTI data, observed relationships be-
tween SNR and DTI contrasts, and the acquisition pro-
tocol for this study be made available as data resource
and reference to establish robust DTI protocols, espe-
cially for multisite studies. To facilitate the use of our in
vivo human DTI calibration study for this purpose, the
information is freely available through the BIRN website
(http://www.nbirn.net) and can be used as a data re-
source and reference for a 1.5T scanner.

The comparison of SNR values from simulation based
studies with those of experimentally acquired MR data,
or between different sets of MR data from different sites,
is not straightforward and should be made with care.
Whereas the noise in simulation based studies is a
modeled parameter, data from MR scanners can be
susceptible to artifacts due to nonuniform receive coil
sensitivity, chemical shift artifacts, field inhomogene-
ity, eddy current distortions, EPI-based susceptibility

Figure 8. Improvements in color-coded PEV orientation maps as a function of the number of scans. a: Representative PEV
orientation maps computed from one, three and 15 DTI scans, at two-slice levels. The precision and accuracy of the PEV
orientation within a scan session were computed on a voxel by voxel basis in four anatomical regions. b: Angular variation (AV)
and (c) angular bias (AB) of the PEV as a function of SNR. Anatomical locations and abbreviations are shown in Fig. 3.

Figure 9. Reproducibility of the PEV orientation across scan sessions. a: The spatial distribution of the mean angular difference
(MAD) of PEV maps computed using sets of one, three, and 15 scans. b: MAD as a function of the number of scans for four
anatomical regions. Anatomical locations and abbreviations are shown in Fig. 3. [Color figure can be viewed in the online issue,
which is available at www.interscience.wiley.com.]
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artifacts, and subject motion. Additionally, parallel im-
aging techniques with phased-array coils produce an
inhomogeneous SNR profile, with regions closer to the
reception elements having a higher SNR. In DTI exper-
iments, it is not clear how to compute SNR because
diffusion-weighted and non-diffusion-weighted (b0) im-
ages have different signal intensity and noise profiles.
As the SNR in a selected anatomical location in DWIs
can depend on the DW direction, the SNR in the b0

image is typically reported. For comparison, the SNR in
a single b0 image was reported for ROIs in the splenium
of the corpus callosum and internal capsule. It is ex-
pected that SNR will scale, at best, with the square root
of the number of DTI acquisitions used in the diffusion
tensor calculation. However, differences in hardware
performance means that it is unlikely that the same
number of DTI acquisitions with a common protocol at
two imaging sites will yield compatible results. There-
fore, an important recommendation of this study is that
each site that participates in a collective study should
investigate the SNR/DTI contrast relationship on their
MR system as a function of scan repetition, with a
common protocol. This will enable each imaging site to
calibrate their acquisition to meet the SNR require-
ments given by the study coordinators. This could be
combined with the use of a traveling human volunteer,
or a standardized nonhuman phantom.

Low SNR typically has detrimental effects on the pre-
cision of a given measurement, while the accuracy is
generally unaffected. However, DTI-based contrasts
can suffer from poor accuracy in addition to the ex-
pected loss of precision at low SNR. We confirmed that
low SNR increases the noise and decreases the visual
contrast between GM and WM in FA images. The re-
gional variation of the precision of FA measurements
agrees with recently reported results (34) that used
multiple subjects and a statistical parametric mapping
approach. One implication of the above result is that
group analysis studies cannot achieve unbiased high
SNR results by averaging data from multiple subjects if
the DTI data acquired for each subject was of low SNR.
Great care should therefore be taken to ensure suffi-
cient SNR in the individual DTI datasets. Additionally,
an equal number of DTI scans should be used for pa-
tients and controls to avoid a mismatch of SNR that
could obscure group changes in FA values.

The precision of DTI-contrasts can be visualized as a
function of the underlying PEV orientation. It can be
seen in Fig. 2 that the 30-direction DW scheme used in
this study provides a largely uniform precision profile. A
further extension of this method is that it may provide a
means to validate hardware calibration with in vivo DTI
results and may elucidate subtle effects that are other-
wise difficult to isolate in individual FA maps or in
tractography results. In particular, poor precision or
inaccuracy due to decreased magnetic field gradient
stability, static field inhomogeneity, receive coil sensi-
tivity, or DW contributions from background gradients
may be discovered in this way.

The behavior of the sorted eigenvalues (�1, �2, and �3)
as a function of SNR readily accounts for the observed
FA and MD results and has been reported in simula-
tion-based studies (23,24,26). In GM, the increase of �1

and concurrent decrease of �3 at low SNR accounts for
the upward FA bias. However, as the biases in �1 and �3

largely offset each other, a stable MD value was ob-
served over the range of SNR investigated in this study.
The bias in the computed eigenvalues is due to the
Rician noise properties of magnitude MR data and has
been investigated by previous studies (24,27,42,43).

The investigation of the effect of SNR on the precision
(reproducibility, both within and between scan ses-
sions) of FA and MD found that though ROI-based mea-
sures of FA and MD are more reproducible than voxel-
wise measures, ROI-based analysis does not afford a
solution to the problem of bias. This was illustrated for
FA in Fig. 4. In ROI-based analysis, with 3 DTI scans,
FA and MD measurements have an intrasession CV of
less than 2% in the WM regions investigated, but an
intrasession CV � 5% in GM (Fig. 7a and b). In voxel-
wise analysis however (Fig. 6a and b), the precision of
FA measurements in low FA regions is especially poor
(intrasession CV � 25%) with three DTI scans, though
MD measurements are more robust (intrasession CV �
5%).

Overall, an accurate and precise quantification of FA
values in GM requires substantially more SNR (i.e.,
more DTI datasets) than the quantification of WM FA
values. Our results indicate that an individual DTI scan
of 30 DWI images � 5 b0s at 1.5T provides satisfactory
accuracy for the quantitative assessment of FA in WM
regions. However, because the precision of voxel-wise
FA measures is particularly sensitive to SNR, studies
that investigate the diffusion anisotropy of WM struc-
tures near the cortical boundary together with cortical
GM would be especially vulnerable to FA bias caused by
low SNR and would likely require substantially more
SNR than is typically acquired.

Previous studies (29,32) have shown that a DW
scheme with a low number of unique directions can
cause bias and unequal variability of DTI contrasts as a
function of PEV orientation, and variability in the de-
termination of the PEV orientation itself. In this study,
which utilized a 30 orientation DW scheme, the preci-
sion of FA measurements showed no dependence on the
orientation of the PEV. Further investigation of the ef-
fect of the DW scheme on in vivo human DTI studies is
deferred to future work.

The precision of the PEV orientation was found to
improve as a function of SNR, with an AV of approxi-
mately 6° to 3° in the range of one to three DTI scans. An
approximately two-fold improvement in the precision of
PEV measurements was observed when three DTI
scans were used to calculate the diffusion tensor, rela-
tive to PEV maps that used only one DTI scan. The
result that the PEV precision in the frontal WM is poor
may be explained by the fact that this is a region of
crossing fibers where each voxel contains two or more
fiber populations. The observed PEV may therefore be
especially sensitive to changes in the location of the
imaged voxel relative to the underlying structure (inter-
scan effects), together with partial volume and resolu-
tion effects, which could all contribute to poor PEV
precision.

Notably, no significant AB was observed in the orien-
tation of the PEV at low SNR relative to the gold stan-
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dard PEV orientation. One consequence of upward FA
bias and fidelity of the PEV orientation at low SNR is
that the same FA termination criteria for tractography
can produce very different results in the proximity of
GM regions. It is conceivable that computed fibers from
tractography may project into cortical or deep GM in a
low SNR dataset, as the GM voxels exhibit elevated FA
values and thus satisfy the FA tractography criteria,
whereas the same GM voxel is excluded from tractog-
raphy in a high SNR datasets because the voxel inten-
sity has no upward FA bias.

In conclusion, the results from this study provide
guidance for FA, MD, and PEV quantification and a
means to investigate the minimal detectable differences
within and across scan sessions as a function of SNR.
In multicenter studies, where data compatibility is of
primary importance, it is essential to confirm that a
protocol is designed to achieve sufficient SNR to meet
the aims of the study. Protocols designed in a low SNR
regime could be highly sensitive to small differences in
hardware performance, even if equivalent imaging pa-
rameters are adopted. To confront this, it is a recom-
mendation of this study that imaging sites, particularly
those in collaborative studies, should implement a pro-
tocol as a part of quality assurance testing to identify
the appropriate SNR threshold necessary to achieve
accurate (unbiased) DTI-derived contrasts, and should
validate the compatibility of DTI data across different
sites and scanners.
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